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I. INTRODUCTION 
  In Morocco, the metal contamination of aquatic ecosystems has attracted the attention of researchers 

from different backgrounds. It is indeed one of the aspects of pollution the greatest threat to these habitats. By 

its toxic effects, it can cause critical situations even dangerous. Unlike many toxic elements, heavy metals are 

not completely eliminated by biological means and consequently are subject to cumulative effect in the 

sediment. To predict the concentrations of these from a number of physico-chemical parameters, we refer to 

performing statistical methods, multiple linear regression and artificial neural networks [1], [2] and [3].We find 

in the literature several prediction methods proposed for the prediction of environmental parameters, we cite as 

examples some items proposed in the field of prediction using neural networks MLP and RBF type :  Ryad et al. 

have worked on the application of neural network RBF (Radial Basis Function) for the prediction problem of a 

nonlinear system. The interest of this article lies in two aspects: a contribution at the recurrent network topology 

to accommodate the dynamic data and the second contribution for the improvement of the learning algorithm 
[4]. 
 

  Perez et al. have proposed to provide for the concentration of  NO2 and nitric oxide NO in Santiago based 

on meteorological variables and using the linear regression method and neural network method. The results 
showed that the neural network MLP type is the method that achieves the lower prediction error compared to 

other linear methods [5].In this article, we used these methods to the prediction of the concentrations of heavy 

metals (Cu, Pb, Cr) in the sediments of the watershed of river Beht located in the north-west of Morocco, from a 

number of physico-chemical parameters. 
 

II. MATERIAL AND METHODS 
2.1. Data base 

  Our database consists of 104 samples [6] sediment collected at four sampling stations located upstream 

of the dam El Kansera (Fig.1). The independent variables are the physico-chemical characteristics determined in 
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these samples of sediment organic materials (OM), water content (TE), the fine fraction (FF), pH, organic 

carbon (C), carbonates (CaCO3), total phosphorus (P), calcium (Ca2 +), magnesium (Mg2+), potassium(K+), 

sodium (Na+) and suspended solids (SS). When with dependent variables (to predict), they are three in 

number. These are the contents of heavy metals (Cu, Pb, and Cr) sediments. 

 

Figure 1. Location of sampling stations in the watershed of the river Beht. 
 

2.2. Data modeling techniques 

2.2.1. Methodology 

       Neural networks, with their parallel processing of information and their mechanisms inspired by nerve 

cells (neurons), they infer emergent properties to solve problems once described as complex. The mathematical 

model of an artificial neuron is shown in (Fig.2). A neuron consists essentially of an integrator which performs 

the weighted sum of its inputs. N the result of this sum is then transformed by a transfer function sigmoid f 

which produces the output of neuron. 
 

 

Figure 2. Model of an artificial neuron. 

  Learning is a phase during which the behavior of the network is changed until the desired behavior. It has 

several choices: error criterion to be achieved, the optimization algorithm of this criterion parameters of the 

algorithm and the range of values of random initial weights and thresholds [7]. Validation is the verification of 

the performance of a neural network-sample and generalization ability. Once the network is calculated, always 

conduct tests to verify that our system responds correctly. After that, comes the phase of implementation, which 

aims to demonstrate the performance and utility of this model [8]. 

2.2.2. Application of the model 

   Modeling data is performed in two steps. The first step is to compare the results obtained with the 

methods based on multiple linear regression and artificial neural networks, applying these methods to the data 
set on 104 samples. The second step is to justify the predictive quality of the models, using the same techniques 

on a set of data on 74 samples randomly selected among the 104 samples, which were the group for learning a 

model predictor of the dependent variable. The remaining 30 samples, which were not involved in the learning 

models, were used to test the validity and performance of the prediction models. Inputs (the physico-chemical 

parameters) and outputs (the contents of heavy metals) are normalized to a range [0 1] to adapt to the 

requirements of the transfer function used in this study (sigmoid function). The tool used for modeling, learning 

and visualization of the results obtained by neural networks is the MATLAB The dependent variable (to explain 

or predict) is the contents of heavy metals in sediments. 
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III. RESULTS AND DISCUSSION 

3.1. Multiple linear regression (MLR) 

  We conducted an analysis by the MLR with all independent variables and we obtained the equations (1), 

(2) and (3) respectively for copper, lead and chromium. 

[Cu] = 749.3716 - (22.0209 x MO) - (5.4306 x TE) + (1.8362 x FF) - (58.3936 x pH) + (12.8937 x C) +  

(0.0737 x P) - (2.2918 x CaCO3) + (0.0014 x MES) - (0.5204 x Ca2+) - (0. 6761 x Mg2+) + 

(0. 0748 x Na+) - (3. 4102 x K+) 

N= 74; R2 = 0. 64; p < 0.005             (1) 

[Pb] = 258.4691 - (7.1084 x MO) - (2.0632 x TE) + (0.6295 x FF) - (16.0839 x pH) + (6.1819  x C) +  

(0.0308 x P) – (1.2017 x CaCO3) - (0.0064 x MES) - (0.2109 x Ca2+)  - (1. 4860 x Mg2+) +  

(0. 0261 x Na+) - (1.4544 x K+) 

N= 74; R2 = 0. 69; p < 0.005              (2) 

[Cr] = 22.3011 + (2.4554 x MO) + (0.0590 x TE) - (0.2643 x FF) - (1.3483 x pH) + (2.0420 x C)  +  

(0.0215 x P) + (0.1012 x CaCO3) - (0.0014 x MES) + (0.0386 x Ca2+)  - (0. 4798 x Mg2+) -  

(0.0065 x Na+) + (0. 7157 x K+) 

N= 74; R2 = 0.87; p < 0.005              (3) 

From these equations, we noticed that the three models for copper (1), chromium (3), and lead (2) are 

significantly important, because their probabilities are less than 0.005 (0.5 %).In fact, the model for chromium 
(3) is the most efficient, compared to models for copper (1) and lead (2). The correlation coefficient between 

observed and predicted concentrations of chromium is higher (R2 = 0.87). Note on one hand, that the signs of 

the coefficients for the variables in the model (1) of copper, are almost similar to those of the model (2) lead. 

The coefficients for the variables (MO, TE, pH, CaCO3, Mg2 + and K+) are negative, whereas those for variables 

(FF, C, P, Na+, Ca2+) are positive. However, they differ in the variable (MES). This analogy of signs shows the 

probable existence of a strong correlation between observed and copper levels observed in lead.  
 

3.2. Artificial Neural Networks (ANN) 

  Since the laws of behavior of the environment are nonlinear and to model this type of problem, we are 

interested particularly to a typical neural network model known Multilayer Perceptron (MLP). To create the 
optimal structure of the neural network, we conducted several learning by varying the network parameters such 

as the activation function, number of hidden layers, and number of neurons in each layer, the learning function, 

the number of iteration and learning step [9]. However, we programmed the neural network, using the toolbox 

of Matlab neural network included in the MATLAB software. 

 

3.2.1. Choice of the architecture model 

  Our choice is focused on a multi-layer non-recurring network, based on the learning algorithm of back 

propagation [10]. The purpose of this learning algorithm is to minimize the mean square error E (MSE). The 

network consists of three layers of neurons, called input layer, output layer and hidden layer. To determine 

the best number of neurons in the hidden layer, we varied the number between two and fifteen choosing the best 

combination of layer and the best distribution in each case. Based on the error values of MSE test shown in 
Table 1, we note that the minimum mean squared error is achieved when NHN = 3 and we noticed that 

increasing the number of hidden layers increases the load calculations without any performance gain. Finally, 

we can choose 3 neurons in the hidden layer of the network in this study to predict the contents of heavy metals 

(Fig. 3). 
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Table 1. Variation of the mean square error (MSE) as a function the number of neurons in the 

hidden layer on copper, chromium and lead. 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
 
 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

Figure 3. Architecture of ANN of topology [12, 3, 1] used in this study. 

The curves shown in Figure 4 represent the evolution of the quadratic error of learning, validation and test 

according to the number of iterations. We note that the error learning, validation and test are very low and after 
64 iterations, we have the stability of the network. Beyond this value it is necessary to stop learning an optimal 

number of times equal to 64 iterations (MSE = 0.00236). This phase allowed us to determine the optimal 

structure of our neural network. At the end of 64 iterations, the desired result is achieved with three hidden 

neurons; the three curves (error learning, validation and test) converge correctly. 

 
Figure 4. Evolution of the mean square error in the event of the copper during the learning, validation 

and testing with a network configuration [12- 3- 1]. 

Heavy metals Cu Pb Cr 

NNC MSE Test MSE Test MSE Test 

2 0.06029 0.05062 0.07651 

3 0.00236 0.00283 0.00246 

4 0.01441 0.01341 0.08665 

5 0.01631 0.09103 0.04356 

6 0.01759 0.07722 0.05156 

7 0.00535 0.07837 0.09467 

8 0.01791 0.07098 0.08605 

9 0.07321 0.08576 0.07727 

10 0.02634 0.09562 0.09471 

11 0.05432 0.03452 0.08713 

12 0.01944 0.05979 0.06242 

13 0.01532 0.09611 0.05848 

14 0.07095 0.03381 0.06563 

15 0.06549 0.05148 0.07195 
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 The network has been driven up to the stage of learning, this has been met after 70 iterations, it is interesting 

to continue learning until they reach this stage for testing in order to reduce the gradient and therefore more 

perfect our network (Fig. 5). 
 

 

Figure 5. Variations of the gradient of the error, the learning rate and the validation error (for 

copper) as a function number of iterations. 

Based on the results in Figure 5 we can conclude the different values of learning parameters found in this study: 
 

 The learning parameters are as follows: 

• Maximum number of iterations (Epochs) = 70  

• Mean square error (MSE) = 0.0023 

• Rate of learning (Mu) = 0.0001 

• Gradient minimum = 0.0003 

 To compare results between different numerical methods (Neural and multiple linear regression), two 

performance indices were calculated for each series: The coefficient of determination (R2) and mean square 

error. The correlation coefficient (R2) is the total error on the dependent variable y (The contents of heavy 

metals) explained by the model. This coefficient is expressed by [11]: 

 

The mean square error E is defined by the following equation) [10]: 

 
      The output obtained by the network.   : The target (desired output).  

       The average of measured values.    N : Number of samples. 

 The coefficients of determination, calculated by the ANN were significantly higher (greater than 0.98), 

whereas the coefficients calculated by the MLR, they are lower (between 0.37 and 0.69). On the other hand, the 
coefficients of determination obtained by testing the validity of the models established by the ANN are clearly 

similar to those related to learning. However, the coefficients of determination relating to test the validity of 

models for the MLR, are widely different from those obtained during learning (Table 2). 

Table 2. Coefficients of determinations obtained by MLR and ANN relating to copper and lead. 

Method 

Cu Pb Cr 

Learning Test Learning Test Learning Test 

MLR 0.64 0.37 0.68 0.52 0.87 0.42 

ANN 0.99 0.98 0.99 0.99 0.99 0.99 
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Figure 6. Relations between the observed and estimated levels of Cu, Pb and Cr established by MLR and 

ANN. 
   This figure shows, for both heavy metals studied, that the values estimated by the models established 

by the neural networks are much closer to the observed values, whereas the values estimated by the models 

established by multiple linear regression are widely further observed values, this shows a very good correlation 

between simulated and observed values with a very good correlation coefficient. This proves the predictive 

power of the models established by the neural network in the prediction of contents of heavy metals from the 

physico-chemical parameters of sediment in the watershed of river Beht. Previous studies have shown that the 

model developed in this study produced very good results compared with the method of multiple linear 

regression. For example Bouras and collaborators [8], showed an outstanding performance for the ANN model, 
this model can give better results compared to the linear method, especially for problems of prediction. Bélanger 

et al. [12], treat a comparative study of the performance of two modeling methods used to predict the 

temperature of the water, the results of this study show that artificial neural networks seem to fit the data little 

better than that offered by the multiple linear regression. The results we obtained from the models developed by 

ANN proved its accuracy, they are very close to the actual measurements. 
 

3.2.2. Study of residuals 

  The error committed by the models established by each individual method on a sample of model 

construction is called residue [13]. Thus the study of the relation between metal contents estimated by 

mathematical models and their Residues (Yj - Yi) ensures the performance of the model, and it also allows to 
verify empirically, among other things, the validity of model assumptions.  

 

Figure 7. Relations between the estimated levels of Cu, Pb and Cr with the models established by the 

MLR and ANN and their residues. 
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   Figure 7 presents the relations between the contents of heavy metals estimated using models 

established by neural networks (ANN) and those of multiple linear regressions (MLR) and their residues. 

   These figures show for the three heavy metals studied that the residuals obtained by neural networks 

are clearly less dispersed (closer to zero) and a significant improvement in the distribution of residues compared 

to those of multiple linear regression. This proves the predictive power of the models established by the neural 

network in the prediction of contents of heavy metals from the physico-chemical parameters of the sediments of 

river Beht. In general, the results are very satisfactory and justify the use of the approach by neural networks in 

the prediction of levels of heavy metals in sediments. This is in accord with the results of some recent studies 

demonstrated that multiple linear regression models are less efficient compared to those established by model 
neural network [12], [14] and [15]. 

IV. CONCLUSION 

   In this work we used neural networks to demonstrate that the contents of heavy metals in sediments 

are parameters which does not act alone but is explained by other physicochemical parameters. This study 

showed that the predictive models established by artificial neural networks are much more efficient compared to 

those established by the method based on multiple linear regression, of the fact that good correlation was 

obtained with the parameters from a neural approach, in addition to a better choice of network architecture that 

has been achieved through preliminary tests. The performance of neural networks demonstrates the existence of 

a non-linear relationship between the physico-chemical characteristics studied (independent variables) and the 
contents of heavy metals in sediments of the watershed of river Beht. 
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